TiltWalker: Operating a Telepresence Robot with One-Hand by Tilt Controls on a Smartphone
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Mobile clients for telepresence robots are cluttered with interactive elements that either leave a little room for the camera feeds or occlude them. Many do not provide meaningful feedback on the robot’s state and most require the use of both hands. These make maneuvering telepresence robots difficult with mobile devices. TiltWalker enables controlling a telepresence robot with one hand using tilt gestures with a smartphone. In a series of studies, we first justify the use of a Web platform, determine how far and fast users can tilt without compromising the comfort and the legibility of the display content, and identify a velocity-based function well-suited for control-display mapping. We refine TiltWalker based on the findings of these studies, then compare it with a default method in the final study. Results revealed that TiltWalker is significantly faster and more accurate than the default method. Besides, participants preferred TiltWalker’s interaction methods and graphical feedback significantly more than those of the default method.

CCS Concepts: • Computer systems organization → Robotic control; External interfaces for robotics; • Human-centered computing → Gestural input.
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1 INTRODUCTION

Telepresence robots incorporate videotelephony equipment onto robots that users can operate and steer from remote locations. Its purpose is to enable users to visit places and be with others from the comfort and safety of one’s home. Today, many people around the world use telepresence robots as part of their everyday routines [68]. Telepresence robots are also becoming increasingly popular among special user groups [46, 81] and within certain application domains such as education [23, 74] and office environments [39, 48], healthcare [38, 73], independent living for the elderly [9, 62, 78], live events [53, 67] and shopping [79]. The recent global pandemic has also seen an increase in telepresence robots in these contexts since users could visit places, attend events, and communicate with healthcare professionals and their loved ones without risking anyone’s well-being [22, 31, 43, 49]. However, the technology has a long way to go before it would be effective and usable enough for the consumers to adapt it in their daily lives.
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One factor that limits telepresence robots’ global acceptance is the difficulties in maneuvering the robots. Prior research revealed that users find varying and maintaining the speed, turning, and reversing the robot tedious and heavy in cognitive load, resulting in the robot to back into walls, running into obstacles, and moving too slowly to avoid collisions [4, 31, 57, 60]. These works identified unintuitive interaction methods and the lack of relevant information in the client applications as one of the main reasons for this, thus recommended making interaction with the robots as natural as possible and provide users with wider and uncluttered views of the cameras and relevant feedback and indicators conveying the speed, direction, and degrees of rotation turned for making informed maneuvering decisions [31, 36, 37, 57, 60]. Besides, most client applications are designed and optimized for desktop platforms that confine users to a desk, limiting their mobility and the ability to use telepresence robots when travelling or on-the-move. Their mobile counterparts are cluttered with interactive elements like sliders and buttons, which not only reduct and occlude the camera views but also makes it difficult to use the applications with one hand. They also require repeated actions for controlling the robots, such as tapping on a button repeatedly until the robots reach an intended speed. In this paper, we attempt to address these limitations with TiltWalker, a mobile client that enables controlling a telepresence robot with one hand by using tilt gestures with a smartphone.

![TiltWalker](image)

Fig. 1. Screenshots of three mobile applications for controlling telepresence robots.

2 RELATED WORK

Almost all commercial telepresence robots provide both desktop and mobile applications (mostly aimed at tablets) to remotely control the robots. However, a comprehensive review of mobile applications for the most popular telepresence robots revealed that most mobile applications do not support all control features supported by their desktop counterparts. Table 1 presents the findings of the survey, which also revealed that the most mobile applications are cluttered with interactive elements, like buttons, sliders, and virtual trackpads, leaving very little room for the two commonly used camera views for navigation: a downward-facing camera view and the robot’s head view. Using too many interactive elements also makes it difficult for users to learn all their functions and the interface confusing. Some visual elements, e.g., labels and alerts, also occlude the camera views, making navigating the robot difficult, especially when surrounded by obstacles, e.g., in a busy room. Fig. 1 presents screenshots of one mobile and two tablet interfaces for controlling three popular telepresence robots.
Table 1. Supported controls and corresponding actions available in default mobile applications for popular telepresence robots (in alphabetical order). The “×” symbol indicates unavailable feature. Tap-hold actions are performed on the display, while press-hold actions are performed on specific buttons.

<table>
<thead>
<tr>
<th>Robot</th>
<th>Robot Move</th>
<th>Robot Turn</th>
<th>Speed</th>
<th>Camera Pan</th>
<th>Camera Zoom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amy A2</td>
<td>Tap-drag</td>
<td>Body control</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Ava</td>
<td>Tap-drag</td>
<td>Press-hold</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Beam Pro</td>
<td>Tap-drag</td>
<td>Tap-drag</td>
<td>×</td>
<td>×</td>
<td>Button &amp; Slider</td>
</tr>
<tr>
<td>Double 3 4</td>
<td>Press-hold</td>
<td>×</td>
<td>Press-hold</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Ohmni 5</td>
<td>Press-hold</td>
<td>Slider</td>
<td>×</td>
<td>Press-hold</td>
<td>×</td>
</tr>
<tr>
<td>PadBot P2 6</td>
<td>Tap-drag</td>
<td>Tap-drag</td>
<td>×</td>
<td>×</td>
<td>Button &amp; slider</td>
</tr>
<tr>
<td>Sanbot Elf 7</td>
<td>Tap-hold</td>
<td>Movement control</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Temi 8</td>
<td>Tap-hold</td>
<td>Tap-hold</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>VGo/Veena 9</td>
<td>Tap-drag</td>
<td>Tap-drag</td>
<td>Tap-drag</td>
<td>Tap-drag</td>
<td>Slider</td>
</tr>
</tbody>
</table>


There are also some academic solutions. Dong et al. [19] used a video stitching algorithm to combine two video frames, one from a wide-angle camera for looking forward and another from a fish-eye camera to view the ground, to generate a large view video frame. An evaluation revealed that the stitched live video improves task efficiency, accuracy, and remote operators’ feelings of presence. Mosiello et al. [47] proposed a feature that overlays visual indicators over the video feed transmitted by the robot to help users understand distance, depth, and dimensions. Batool et al. [5] developed an Internet of Things (IoT) system with many sensors and actuators for family members to monitor the condition of an elderly relative residing in an aged-care center. Mosiello et al. [47], Rodríguez Lera et al. [65] showed that using augmented reality enhances novice users’ experience in remotely driving telepresence robots. Rodríguez Lera et al. [65] attached augmented reality labels on walls and doors, mapped those to direction arrows, then merged with a robot’s real video to help users sending control command for to the robot for navigation. None of these works, however, focused on reducing visual clutter or are aimed at a specific device or context.

2.1 Controlling Telepresence Robots

Researchers have explored various techniques and technologies to control telepresence robots. Most of these methods, however, are stationary, optimized for specific devices, require extramural devices and sensors, or the use of both hands. Bazzano et al. [6], for instance, investigated the efficiency of manual and semi-autonomous control of a custom-built robot [45] with keyboard and point-and-click video navigation in an office scenario. Kiselev et al. [33] argued that using semi-autonomous navigation enables users to focus on the tasks at hand instead of devoting all their time and attention to operating the robot. Hence, they added features like autonomous mapping and localization, autonomous navigation to the desired point, and automatic docking to a charging station to an application for controlling a Giraff telepresence robot. Kratz and Rabelo Ferriera [35] used keyboard arrow keys to remotely drive a robot. Mosiello et al. [47] enabled controlling a robot and command it to the specific location by using any standard pointing devices. Tonin et al. [71] enabled users with disabilities to remotely drive a telepresence robot in an unfamiliar environment by mapping brain signals left and right-turn commands. Baker et al. [3] proposed a
target selection method that uses a 6DoF tracked Vive controllers with an HTC Vive HMD, where users point at a target position and the robot autonomously navigates towards it. Zalud [80] enabled the operator to change the point-of-view of a robot’s camera based on where she is looking. She then guided the robot through the environment using a two-hand joystick. Tee et al. [70] developed an application for a custom-built telepresence robot that controls the robot’s orientation towards desired targets by using an audio-visual gesture-based attention recognition system. Ainasoja et al. [1] developed a touch-based, a tilt-based, and a touch-tilt hybrid method for controlling telepresence robots with a tablet computer that required the use of both hands. In an incomplete evaluation (prematurely stopped the study due to network failures), the tilt-based approach yielded the fastest task completion time. Based on the existing work in the area and observations in our own work, we created the following list of operations for controlling telepresence robots (Table 2). The list does not include all factors that can facilitate or improve conversations with humans, such as adjusting audio volume, since they are outside the context of this work.

Table 2. Telepresence robot control operation requirements with respective usage scenarios.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1) Rotate around a point or move backward</td>
<td>Having a conversation; changing direction</td>
</tr>
<tr>
<td>R2) Adjust the camera</td>
<td>Having a conversation; changing view</td>
</tr>
<tr>
<td>R3) Speed up on-the-go</td>
<td>The path is clear</td>
</tr>
<tr>
<td>R4) Slow down on-the-go</td>
<td>Approaching the target or an obstacle</td>
</tr>
<tr>
<td>R5) Maintain constant speed</td>
<td>Following a person; strolling</td>
</tr>
</tbody>
</table>

2.2 Phone Tilting Gestures

Many have investigated the possibility of using phone tilting gestures to extend the interaction space of mobile devices. Crossan and Murray-Smith [16] studied the variability in tilting a mobile device to up, down, left, and right directions. They found that upward motions have a higher variability than downwards motions. Pinsenschaum and Neff [58] studied tilting depths (angles) towards up, down, left, and right. They found that up and left tilts are relatively deeper than down and right tilts. Rahman et al. [61] investigated the levels of control possible with various phone tilting gestures. They reported that users can control comfortably at least 16 levels when rotating the device along the z-axis. They also found out that using a quadratic mapping function for discretization of tilt space significantly improves user performance across all tilt axes. They, however, used a feature phone in their investigation that has different holding position and posture than smartphones. Constantin and MacKenzie [15] compared velocity and position-controlled mapping in a mobile maze game where players can move a virtual ball through the maze by tilting the device. Results revealed that movements with position-controlled are significantly faster than velocity-controlled movements, which supports the findings of a previous study [69]. Baglioni et al. [2] studied faster tilting gestures (JerkTilts) in the context of choice selection. They found out that JerkTilts’ recognition rates in an eight-choice selection task are as high as with thumb slides on the touchscreen. They also demonstrated the effectiveness of the method in controlling a music player, text editing, and switching between different application windows.

Some have proposed novel applications of phone tilting gestures. In an early work, Rekimoto [63] enabled menu item selection by pressing a button and tilting the device to various directions. He also enabled map navigation by pressing a button and tilting the device to respective directions. Harrison et al. [27], Ni et al. [54] built on this work to combine tilting with other phone interactions,
Table 3. TiltWalker interactions and the corresponding actions. Note that the robot used in the studies does not support panning.

<table>
<thead>
<tr>
<th>Interaction &amp; Angle</th>
<th>Robot Control (Navigation Mode)</th>
<th>Camera Control (Neck Mode)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tap-hold &amp; tilt up</td>
<td>Move forward</td>
<td>Double-Tap-hold &amp; tilt up</td>
</tr>
<tr>
<td>Tap-hold &amp; tilt down</td>
<td>Move backward</td>
<td>Double-Tap-hold &amp; tilt down</td>
</tr>
<tr>
<td>Tap-hold &amp; tilt left</td>
<td>Turn left</td>
<td>Double-Tap-hold &amp; tilt left</td>
</tr>
<tr>
<td>Tap-hold &amp; tilt right</td>
<td>Turn right</td>
<td>Double-Tap-hold &amp; tilt right</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Speed</th>
<th>Interaction</th>
<th>Action</th>
<th>Interaction</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quick gesture</td>
<td>Increase speed</td>
<td>Quick gesture</td>
<td>Increase speed</td>
<td></td>
</tr>
<tr>
<td>Regular gesture</td>
<td>Maintain speed</td>
<td>Regular gesture</td>
<td>Maintain speed</td>
<td></td>
</tr>
<tr>
<td>Slow gesture</td>
<td>Decrease speed</td>
<td>Slow gesture</td>
<td>Decrease speed</td>
<td></td>
</tr>
</tbody>
</table>

like squeezing and pinching, while Oakley and Park [55] and Cho et al. [12] extended the work to marking menu and photo scrolling, respectively. In a follow-up study, Liu et al. [40] compared six tilt-based scrolling techniques on a mobile phone, where tilt-based scrolling techniques yielded better performance and caused less fatigue compared to touch in one-handed interaction. van Tonder and Wesson [72] compared tilt-based map navigation with keypad interaction. Results revealed that keypad interaction is more efficient in precise selection but tilt interaction results in a greater perceived controllability, efficiency, and ease of use for navigation tasks.

Hinckley et al. [30] augmented a mobile device with a 2-axis linear accelerometer to automatically switch between portrait and landscape modes based on the phone’s orientation. Eslambolchilar and Murray-Smith [21] developed a automatic zooming and scaling method that enabled users to zoom in and out by tilting the device while scrolling. Wigdor and Balakrishnan [77] enabled users to disambiguate between the letters on the keys of a 12-key keypad by tilting the device in one of four directions. Castellucci et al. [8] developed a non-touch tilt-based text entry technique with which users select the keys by controlling a cursor over the keyboard by tilting the device in various directions. Dunlop et al. [20] designed a novel layered text entry method that fades between a full-screen keyboard and a full-screen display of text of the message being typed when tilted. Liu [42] enabled manipulating text property on mobile devices by performing directional tilt gestures. Oakley et al. [56] used up and down tilting motion of a mobile device to control scroll position in a application. Chang et al. [10] studied usage patterns of tilting larger mobile devices toward the thumb, and based on the findings, proposed three techniques for acquiring unreachable screen targets by tilting the device. Dachselt and Buchholz [17] demonstrated how tilt gestures can be used for both step-wise and continuous interaction with both mobile applications and distant user interfaces. Luna et al. [44] proposed a method for interacting with smart TVs via gestures performed by person’s wrist using a smartwatch.

In a different line of research, Liu et al. [41] developed an algorithm to create and use personalized hand and wrist gestures using a single three-axis accelerometer attached to a mobile phone. Mäntyläri et al. [50] developed a user-dependent gesture recognition model to enable recognition of a moderately large set of gestures with a low number of training repetitions. Di Geronimo et al. [18] developed a framework to develop Web applications featuring motion-based interaction. These works, however, are outside the context of this work. To the best of our knowledge no prior work studied directional phone tilting gestures as users are touching the screen with the thumb of the moving hand or used phone tilting gestures to control out-of-sight robots.
3 TILTWALKER INTERACTION & IMPLEMENTATION

For a minimalistic interface that is not cluttered with interactive elements, provides unobstructed views of the two camera feeds, can be operated with one hand, and satisfies the operation requirements listed in Table 2, we developed TiltWalker that exploits phone tilting gestures for controlling an Ohmni telepresence robot (Fig. 2a). To maneuver the robot, the user taps and holds contact on the screen to go to the “navigation mode”, then performs directional tilts. Likewise, to control the neck-camera’s tilt and pan, the user double-taps and holds contact to go to the “neck mode”, then performs directional tilts. The system requires users to maintain touch contact when controlling the robot to reduce the chance of accidental interactions. Releasing touch contact brings the device back to its initial state. Table 3 presents the interactions supported by TiltWalker.

TiltWalker is developed using the default Ohmni WebAPI. It runs a Node.js server on the robot using a docker based on Ubuntu 18.04. When the server receives requests from the client interface, it generates commands executable by the robot, then sends those directly to the robot using a socket. The application uses WebSocket connections for streaming live video feeds from the cameras. The final interface, described in Section 8, was refined based on rigorous lab trials and studies, discussed in the following sections.

4 PILOT STUDY: LAGS AND DELAYS

The purpose of this study was to investigate whether TiltWalker’s Web architecture causes any extra lags or delays in the robot’s response compared to a native client application. Three participants took part in this pilot (M = 30 years, SD = 1.7). They all identified themselves as women. Two of them had never used a telepresence robot, while the other attended an event remotely using a telepresence robot. They were all experienced smartphone users.

4.1 Apparatus

The study used an Ohmni telepresence robot that includes a 4K camera with 13 MP snapshot and superzoom capabilities and a 256.54 mm HD IPS touchscreen (Fig. 2a). A Web application was developed to enable moving the robot in the four directions and tilting the neck up and down using dedicated virtual buttons on the top of the interface (Fig. 2c). The application was viewed on a Firefox for Android Web browser v97.2.0 on a Samsung Galaxy S6 edge smartphone (132 g, 142.1 × 70.1 × 7 mm, 71.5 cm² display) at 1440 × 2560 pixels resolution and ~577 ppi density. The device included an Invensense MPU6500 v1.0 accelerometer sensor with the maximum range of 39.23 m/s². It ran on Android 7.0 Nougat.

4.2 Design & Procedure

The study used a within-subjects design. It was divided into two parts. In the first part, participants performed robot control tasks from the following set {turn right, turn left, move forward, move backward, tilt the neck up, tilt the neck down}. In the second part, participants drove the robot in a straight line in three trials for 30 seconds each. In summary, the design was: 3 participants × 6 controls tasks randomized × 5 times + 1 driving task 30 seconds × 5 times = 105 trials.

Upon arrival, we described the study procedure to the participants and collected their informed consent forms. Then, they completed a short demographics and technology usage questionnaire. The study started shortly after that. First, they performed the six robot control tasks in a random order by using the default and the custom applications (Fig. 2). The methods were counterbalanced to reduce the effect of learning. Then, they drove the robot for 30 seconds in a straight line at the constant speed of 0.5 mph. During the study, the robot was out of sight in a different room about

---

60 meters away from the participants. Hence, participants had to rely exclusively on the video feeds to perform the tasks. Both the robot and the applications were connected to a reliable Wi-Fi network. We did not record any network outage or dropouts during the study. We calculated the following metrics.

- **Lag** (milliseconds) measures the delay between a user action and the robot’s corresponding reaction. It was measured as the time difference between the user issuing a command and the robot executing the command.

- **Time offset** (milliseconds) measures lag in continuous actions. It is calculated by comparing the expected and the actual stop points of the robot after a continuous movement, divided by the robot’s mean velocity: \( \Delta t = \frac{\Delta x}{\bar{v}} \), where \( \Delta t \) is time offset, \( \Delta x \) is the change in position (or displacement) from the beginning to the final position, and \( \bar{v} \) is the average velocity of the robot.

![Fig. 2. The devices and the applications used in the studies.](image)

![Fig. 3. Average lag (ms) and time offset (ms) for the native and the Web applications. Error bars represent ±1 standard deviation (SD).](image)
4.3 Results & Discussion

We did not conduct statistical tests on the data due to the small sample size. On average, the Web application yielded much lower lags for the tasks than the native application (about 20% lower, Fig. 3). The time offset was also 60% lower than the native application. While the exact reason for this performance gain is unknown, we speculate this is for the lightweight nature of our Web architecture. These results must encourage the development of Web applications rather than individual native applications aimed at different operating systems, saving much time and effort. One interesting observation in the study is all participants held the device in portrait position with the dominant hand and interacted using the index finger of the other hand (Fig. 2c), although they were informed that they could use any position, posture, and orientation to interact with the applications. Developers must take this into consideration when designing client applications for telepresence robots.

5 USER STUDY 1: HUMAN FACTORS

The purpose of this study was to compare tilting with twisting gestures, and to identify the most comfortable and effective directional tilting and twisting angles in both standing and seated positions. Although there are similar studies in the literature, they either used feature phones [16, 56, 58] or wearable devices [20, 44, 54] that have different holding positions and postures than smartphones or did not explore standing position. These studies focused on the highest possible tilting angles without the consideration for comfort or the legibility of the content. Tilting the device too much can make the content illegible, which is undesired in continuous interactions like when driving a robot. These studies also did not require users to maintain thumb contact with the display, which can also affect wrist movements [13, 75].

5.1 Participants

Twelve participants took part in this study. Their age ranged from 26 to 39 years (M = 32, SD = 4.3). Seven of them identified themselves as female and five as male. All of them were right-handed and experienced smartphone users (M = 13.3 years’ experience, SD = 6.7). They all received US $15 for participating in the study.

5.2 Apparatus

The study used the same mobile device as the pilot study (Section 4.1). However, a new Web application was developed that divided the vertical display into three equal parts. The top and the middle parts displayed static images of the two camera views of the robot, and the bottom part provided users instructions on which gesture to perform and in which speed. The instructions used color-coded textual (blue: slow, black: regular, red: fast) and graphical (clip art) visual cues to avoid any confusions (Fig. 4a). Live camera feeds were not provided since controlling the robot was not required.

5.3 Design & Procedure

The study investigated four directional tilt two directional twist gestures when holding the device with the dominant hand and touching the display with the thumb of the same hand: up tilt: tilting the device towards the body, down tilt: tilting the device away from the body, left tilt: tilting the device to the left, right tilt: tilting the device to the right, and left twist and right twist: twisting the wrist to the left and the right (not to confuse with rotating the wrist). The study used a within-subjects design. Twelve participants performed the six gestures eight times in three different speeds (slow, regular, fast) and two positions (seated, standing). The two positions were counterbalanced,
The application used in the study (a) provides textual and graphical instructions on which gesture to perform and in which speed, (b, c) two participants performing the tasks in seated and standing positions, respectively.

while the three speeds and the six gestures were presented in a random order. In summary, the design was: 12 participants $\times$ 2 positions, counterbalanced $\times$ 3 speeds, randomized $\times$ 4 tilting and 2 twisting gestures, randomized $\times$ 8 trials = 3,456 trials in total. Fig. 5 illustrates the gestures investigated in the study.

The study was conducted in a quiet lab. The telepresence robot was out of sight in a different room about 60 meters away from the lab. Upon arrival, we described the study procedure to the participants and collected their informed consent forms. Then, they completed a short demographics and technology usage questionnaire. We then demonstrated the experimental application to the participants and enabled them to practice with it for 1–2 minutes. Participants were instructed to hold the device in the portrait position with the dominant hand. The application displayed one task at a time, for example “fast left tilt”. Participants were asked to initiate the task by touching the screen with the thumb without occluding the camera views and tilting (or twisting) the device to the instructed direction until the angle was uncomfortable or the display content were illegible, whichever came first. Once they completed a task, the next task was displayed. In the seated condition, participants could either sit at a desk and rest their elbow on the desk or away from the desk resting their elbow on the thigh. Most participants chose to sit at the desk (N = 11). In the standing condition, they could stand anywhere in the room (N = 7 chose to lean on the wall or a
When done with the study, participants completed a short questionnaire and participated in an informal interview session.

Table 4. Average highest peak range (degree) and angular velocity (degree/sec). The bold values are used to detect tilt gestures and to set parameters in control-display functions (peaks in the $x$–axis: up, down; $y$–axis: left, right; $z$–axis: left and right twists).

<table>
<thead>
<tr>
<th>Speed</th>
<th>Gesture</th>
<th>$x$–axis Range (Min–Max)</th>
<th>$y$–axis Range (Min–Max)</th>
<th>$z$–axis Range (Min–Max)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Highest</td>
<td>Angular Velocity</td>
<td>Highest</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Peak (degree)</td>
<td>(degree/sec)</td>
<td>Peak (degree)</td>
</tr>
<tr>
<td>Slow</td>
<td>Up Tilt</td>
<td>32, 112</td>
<td>0, 5.3</td>
<td>–14, 89</td>
</tr>
<tr>
<td></td>
<td>Down Tilt</td>
<td>32, –48</td>
<td>0, 3</td>
<td>–5, 43</td>
</tr>
<tr>
<td></td>
<td>Left Tilt</td>
<td>8, 164</td>
<td>0, 1.5</td>
<td>0, –80</td>
</tr>
<tr>
<td></td>
<td>Right Tilt</td>
<td>77, 0</td>
<td>0, 2.4</td>
<td>0, 80</td>
</tr>
<tr>
<td></td>
<td>Left Twist</td>
<td>62, –2</td>
<td>0, 1.8</td>
<td>0, –89</td>
</tr>
<tr>
<td></td>
<td>Right Twist</td>
<td>64, –18</td>
<td>0, 1.1</td>
<td>5, –88</td>
</tr>
<tr>
<td>Regular</td>
<td>Up Tilt</td>
<td>32, 112</td>
<td>0, 7</td>
<td>–2, 89</td>
</tr>
<tr>
<td></td>
<td>Down Tilt</td>
<td>32, –48</td>
<td>0, 5.5</td>
<td>–2, 73</td>
</tr>
<tr>
<td></td>
<td>Left Tilt</td>
<td>11, 166</td>
<td>0, 2</td>
<td>0, –80</td>
</tr>
<tr>
<td></td>
<td>Right Tilt</td>
<td>71, 0</td>
<td>0, 2.3</td>
<td>0, 80</td>
</tr>
<tr>
<td></td>
<td>Left Twist</td>
<td>40, –8</td>
<td>0, 1.6</td>
<td>1, –88</td>
</tr>
<tr>
<td></td>
<td>Right Twist</td>
<td>47, –28</td>
<td>0, 2.9</td>
<td>5, –68</td>
</tr>
<tr>
<td>Fast</td>
<td>Up Tilt</td>
<td>32, 112</td>
<td>0, 10</td>
<td>–4, 89</td>
</tr>
<tr>
<td></td>
<td>Down Tilt</td>
<td>32, –48</td>
<td>0, 13</td>
<td>–4, 360</td>
</tr>
<tr>
<td></td>
<td>Left Tilt</td>
<td>9, 169</td>
<td>0, 4.5</td>
<td>0, –80</td>
</tr>
<tr>
<td></td>
<td>Right Tilt</td>
<td>357, 0</td>
<td>0, 2.3</td>
<td>0, 80</td>
</tr>
<tr>
<td></td>
<td>Left Twist</td>
<td>44, –7</td>
<td>0, 4</td>
<td>0, –89</td>
</tr>
<tr>
<td></td>
<td>Right Twist</td>
<td>51, –22</td>
<td>0, 2.8</td>
<td>10, –89</td>
</tr>
</tbody>
</table>

5.4 Results & Discussion

A paired-sample t-test revealed that there was no significant effect of position (seated, standing) on the height peak ($t_{(1727)} = –0.14, p = 0.89$). We, therefore, do not differentiate the two positions in the following results.

5.4.1 Highest Mean Peaks. A repeated-measures ANOVA identified a significant effect of task on highest peak in the respective axis ($F_{5,55} = 56.79, p < .0001$). A Tukey-Kramer Multiple-Comparison test revealed that left and right twists yielded the height peaks in the $z$–axis ($182^\circ$ and $183^\circ$), followed by up and right in the $x$–axis ($89^\circ$ and $64^\circ$), and down and left in the $y$–axis ($–23^\circ$ and $14^\circ$). There was no significant effect of speed ($F_{2,22} = 2.11, p = 0.15$). Table 4 presents the average highest peak range (degree) and angular velocity (degree/sec) in the user study. It is clear from the results that directional tilt gestures can easily be detected by observing peaks in the three axis. This can also be seen in Fig. 6 that illustrates the average peaks for all tilt gestures over all trials for all participants during the regular speed condition. For this visualization, we first calculated the
average peak time, then shifted the data from each trial to match the time. The accelerometer data was recorded in every 10 ms, the average rotation data was also calculated for the same interval.

![Graphs of average peaks for different tilt gestures](image)

(a) Left Twist (z-axis)  
(b) Right Twist (z-axis)  
(c) Left Tilt (y-axis)  
(d) Right Tilt (y-axis)  
(e) Up Tilt (x-axis)  
(f) Down Tilt (x-axis)

Fig. 6. Visual representations of average peaks for all examined tilt gestures over all trials for all participants in the regular speed condition. For this, we shifted the data from the trials to match the average peak time.

5.4.2 Subjective Feedback. Participants found all gestures relatively easy to perform in terms of physical and mental efforts (ratings from 1–3 on a 5-point Likert scale). But they found the up and down gestures the easiest, followed by the left tilt and twist, and the right tilt and twist. A Friedman test identified this difference to be statistically significant ($\chi^2 = 102.2, df = 5, p < .0001$).

Based on the findings and to maintain the “directional” metaphor, we decided to use the left, right, up, and down directional tilts in TiltWalker. Fig. 7 presents median perceived physical and mental efforts in performing the gestures. In the seated condition, almost all participants chose to sit at the desk (N = 11). In the standing condition, most of them chose to lean on the wall or a desk (N = 7).

Interestingly, most participants (N = 7) responded that they preferred the standing position as it enabled them to focus more on the tasks. Three preferred the seated position for comfort and fearing that they would drop the device, while the remaining two were neutral about it.

6 CONTROL-DISPLAY (CD) MAPPING AND GAIN

Traditionally, CD gain represents the relationship between the movements of a physical input device (e.g., a mouse) and the movements of its corresponding virtual object (e.g., the pointer). In contrast, in this work, the movements of a physical object (i.e., the smartphone) are mapped to the movements of another physical object (i.e., the robot). We used a systematic approach to identify an appropriate CD mapping function for the project, inspired by prior works exploring novel functions [7, 14, 24, 32, 64, 66].

First, we conducted a thorough review of the literature to identify the functions that could be used in the scenario. We considered both spatial, physical, and dynamic relationships between the control and the display. We could not find direct research on mapping input device movements to both the direction and the velocity of physical devices. Most works that enabled controlling physical devices, such as robots, power wheelchairs, and drones, either supported only directional movements or used separate controls, like buttons and joysticks, for determining the velocity [11, 34, 52, 59]. Yet,
we created a list of functions that account for both the direction and the velocity of the display. We then categorized them into position-controlled and velocity-controlled mapping, where the former maps the input device’s position to velocity, while the latter maps the speed in which the position is changed to the velocity of movement. We disregarded all functions that use machine learning and probabilistic approaches since we desired to identify functions that could be used without training data. Second, we tested all functions in lab trials and adjusted the relationships based on the parameters determined in the first user study. Based on the findings, we removed all linear functions since mapping noisy accelerometer data did not result in smooth movements of the robot. Besides, due to the nature of these functions, a slight tilt of the phone tended to result in a significant change in the robot’s velocity. Using a CD gain $< 1$ resolved these issues to some extent but made the interactions substantially slower. Ainasoja et al. [1] also reported similar issues with linear functions. Finally, we finalized two position and two velocity-controlled functions that felt more natural in the trials, viz. did not take too much time or effort to change direction, reach an intended speed, or to maintain a constant speed. We picked two sigmoid functions inspired by Ha and Woo [25] that provides values within a range, which is more appropriate since both tilt angles and the robot’s speed have upper and lower-bounds. We also picked one quadratic function that magnifies and one logarithmic function inspired by Hayes and Adams [29] that reduces the impacts of tilt angles on the robot’s velocity. We kept these conflicting functions to find out which strategy thrives in actual robot maneuvering scenarios. We present the four best performed functions below.

$$V_{Robot}^t = (\alpha R^t)^2$$  \hspace{1cm} \text{Position-Controlled F1: Quadratic (1)}

Where $V_{Robot}^t$ is the robot’s velocity at time $t$, $R^t$ is a variable that changes based on the phone’s orientation displacement at time $t$, and $\alpha$ is a constant value.

$$V_{Robot}^t = A \left( \frac{1}{1 + e^{-(BR^t - C)}} - \frac{1}{3} \right)$$  \hspace{1cm} \text{Position-Controlled F2: Sigmoid (2)}

Where $A$, $B$, and $C$ are constants. The update rule of the parameter $R^t$ is $R^{t-1} + [(\beta^t - \beta^{t-1})/D]$, where $\beta^t$ is the phone’s tilt orientation at time $t$ and $D$ is the discretization parameter to discretize the phone’s continuous tilt space ($D = 10$). It ignores any phone tilt displacement where $\Delta \beta < 10$. The initial value of variable $R$ is $R^0 = 0$. 

Fig. 7. Median perceived physical and mental effort in performing the examined tilt gestures on a 5-point Likert scale (1–5: low–high). Error bars represent ±1 standard deviation (SD).
We compared the performance of the four CD mapping functions described above in a user study. Twelve participants took part in the study. Their age ranged from 22 to 41 years (M = 29.2, SD = 6.1). Four of them identified themselves as female and eight as male. Eleven of them were right-handed, one refused to respond to this question. All of them were experienced smartphone users, i.e., owned and frequently used smartphones for over six years (M = 10.3, SD = 1.9). None of them participated in the previous studies. They all received US $15 for their time.

Fig. 8. Optimal ranges for up and down tilts.

Results of the first study (Table 4) revealed that for the up tilt, the maximum phone angle is likely to be within the range (32°, 112°), and within (32°, −48°) for the down tilt. Hence, we use 32° as the phone’s initial orientation in the x-axis, from which the maximum tilt for up and down is 80° (Fig. 8). Likewise, for the right tilt, the maximum phone angle is usually within the range (0°, 80°), and for the left tilt it is within the range (0°, −80°). Hence, (0°) is used as the phone’s initial orientation around the y-axis, from which the maximum tilt is (80°) to the right and the minimum is (−80°) to the left. Note that we discretize the phone’s continuous tilt space into discrete units of an equal size of 10. Based on this, $R^t$ is estimated to hold an integer value between (−8, 8). In robot’s motion space, we set the maximum and the minimum speed values as: $V_{Robot}^{\text{min}} = 0$ and $V_{Robot}^{\text{max}} = 10$, which is equal to 2 mph. Instead of using negative values for $V^t$ we sent the motion command to robot for moving in the opposite direction. We then calculate the values of the constants $\alpha$, $A$, $B$, and $C$ by mapping the upper and the lower bounds of $R^t$ to match with $V_{Robot}^{\text{min}}$ and $V_{Robot}^{\text{max}}$, leading to $\alpha = 2/3$, $A = 200$, $B = 1/42$, and $C = \log_e 2$.

\[
V^t_{Robot} = R^t \frac{\omega^t \log_e 10}{c_1 \log_e (\omega^t)^{c_2} + 1} \quad \text{Velocity-Controlled F1: Logarithmic (3)}
\]

\[
V^t_{Robot} = A \left( \frac{1}{1 + e^{-(B_0t - C)}} - \frac{1}{3} \right) R^t \quad \text{Velocity-Controlled F2: Sigmoid (4)}
\]

Where $\omega^t$ is the angular velocity of wrist at time $t$ and $c_1$, $c_2$, $A$, $B$ and $C$ are constant values. Results of the first study (Table 4) revealed that for the up tilt, the maximum angular velocity is likely to be within the range (0, 10) deg/s and for the down tilt within the range (0, 13) deg/s. Likewise, for the right tilt, the maximum angular velocity of tilt is likely to be within the range (0, 5.3) deg/s and for the left tilt, within (0, 6) deg/s. Like the position-controlled functions, we use these details to calculate the constant values as: $c_1 = 5$, $c_2 = 1/42$, $A = 9$, $B = 1/22$, and $C = \log_e 2$.

7 USER STUDY 2: MAPPING FUNCTIONS

We compared the performance of the four CD mapping functions described above in a user study to identify the best function to be used with the final TiltWalker interface.

7.1 Participants

Twelve participants took part in the study. Their age ranged from 22 to 41 years (M = 29.2, SD = 6.1). Four of them identified themselves as female and eight as male. Eleven of them were right-handed, one refused to respond to this question. All of them were experienced smartphone users, i.e., owned and frequently used smartphones for over six years (M = 10.3, SD = 1.9). None of them participated in the previous studies. They all received US $15 for their time.
7.2 Apparatus
The study used the same apparatus as the previous studies. However, we developed a new Web application that displayed the live feeds of the forward-facing and the downward-facing cameras on the top and bottom parts of the display (Fig. 9a). The application did not provide users with feedback on speed or direction change.

7.3 Design
The study used a within-subjects design. All participants navigated the robot to a target and back twice using the four mapping functions. Both the function and the direction were counterbalanced. In summary, the design was: 12 participants \( \times 4 \) functions \( \text{counterbalanced} \times 2 \) directions \( \text{counterbalanced} \times 2 \) trials = 192 trials in total. The study recorded the following performance metrics.

- **Task completion time** (seconds) signifies the average time users took to navigate the robot to the target from the initial position.
- **Error rate** signifies the average error committed per task. An error was recorded when the robot deviated one foot from its path (~0.3 m), moved or turned to wrong directions, or stepped over an obstacle.

In addition, we collected user responses to 5-point Likert scales asking them to rate the speed, accuracy, learnability, and ease-of-use of the examined functions as perceived in the study.

7.4 Procedure
The study was conducted in a quiet, empty corridor. The telepresence robot was kept within sight since the experimental applicant did not provide feedback on direction or speed change. Upon arrival, we described the study procedure to the participants and collected their informed consent forms. Then, they completed a short demographics and technology usage questionnaire. We then demonstrated the experimental application and enabled the participants to practice with it for 1–2 minutes. Participants were instructed to hold the device in the portrait position with the dominant hand. In the study, participants navigated the robot through an obstacle path to a target and brought it back to them (in reverse motion) using the four mapping functions. This task covered operation requirements R1–4 listed in Table 2. The application used the tilt-based interaction approach described in Section 3, except for in the position-controlled condition, where the angle of the device determined the speed of the robot. The functions were counterbalanced using a Latin square. The direction of the path was also counterbalanced, where half of the participants started with bringing back the robot to them, while the other half started with navigating it to the target. Fig. 9b illustrates the obstacle path with scales. An experimenter kept manual logs of the robot’s deviation from the path, movements and turns to the wrong direction, and stepping over an obstacle. When done with the study, participants completed a short questionnaire and participated in an informal interview session.

7.5 Results
A Shapiro-Wilk test revealed that the response variable residuals were normally distributed. A Mauchly’s test indicated that the variances of populations were equal. Hence, we used a repeated-measures ANOVA for all quantitative within-subjects factors. We used a Friedman test for the questionnaire data.

7.5.1 Task Completion Time. An ANOVA identified a significant effect of function on task completion time \( (F_{3,11} = 4.19, p < .05) \). The velocity-controlled F1 (Eq. 3) yielded the fastest task completion
Fig. 9. (a) The custom application and (b) the obstacle path used in the study, (c) a participant taking part in the study.

Fig. 10. Average task completion time and error rates for the examined functions. Error bars represent ±1 standard deviation (SD).

7.5.2 Error Rate. An ANOVA failed to identify a significant effect of function on error rate ($F_{3,11} = 2.05, p = .13$). On average position-controlled F2 (Eq. 2) and velocity-controlled F1 (Eq. 3) yielded lower error rates than the other functions (Fig. 10b).

7.5.3 Subjective Evaluation. A Friedman failed to identify a significant effect of function on perceived speed ($\chi^2 = 6.98, df = 3, p = .07$), accuracy ($\chi^2 = 5.72, df = 3, p = .13$), learnability
Fig. 11. Median perceived speed, accuracy, learnability, and ease-of-use of the examined CD mapping functions on a 5-point Likert scale (1–5: low–high). Error bars represent ±1 standard deviation (SD).

\[\chi^2 = 4.80, df = 3, p = .19\], or ease-of-use \(\chi^2 = 2.40, df = 3, p = .49\). Fig. 11 illustrates median perceived performance of the mapping functions.

7.6 Discussion

Results revealed that participants performed the tasks significantly faster and yielded a relatively lower error rate with the velocity-controlled F1 (Eq. 3) than the other functions. The position-controlled functions (Eqs. 1, 2) were the slowest since they mapped specific angles to specific velocity of movements, which were difficult for the participants to master. Participants also perceived these functions as relatively slower than the other functions and found them much difficult to learn (Fig. 11). The sigmoid velocity-controlled function (Eq. 4) was much faster but was more error prone than the logarithmic function since it amplified the movements, which often caused unexpected rapid changes in the robot, requiring the participants to readjust the velocity. The logarithmic function (Eq. 3) mapped tilting speed to the robot’s speed which was much easier for the participants to learn and provided much smoother changes in velocity than the other functions. We, thus, use it in TiltWalker.

8 THE TILTWALKER INTERFACE

The TiltWalker interface was designed in an iterative design process, where the most recent version was tested in lab trials then refined based on the findings. The final interface divides the display into two parts. The top part displays the forward-facing camera view and the bottom part displays the downward-facing camera view. A menu bar is placed on the top of the display, which contains icons for three most frequently options in telepresence robots: mic, camera, and call. Users could place other options in the menu by pressing the settings icon. The menu also provides feedback on speed and direction change and the battery level. It uses a translucent background, thus does not fully occlude the camera view. Users could also drag the menu to the bottom of the screen. Instead of alert windows and invasive labels, it uses a virtual gauge to provide feedback on both speed and direction change. The needle of the gauge indicates rotation direction and the colors of the panel indicate speed. In the color wheel, cool to hot colors (blue to red) represent the lower and the upper-bound of speed, respectively. Section 3 described the interactions supported by the interface with the velocity-controlled F1 (Eq. 3). Fig. 12 presents the final interface of TiltWalker.
9 USER STUDY 3: COMPARATIVE EVALUATION OF TILTWALKER

We compared TiltWalker with the default Ohmni Lab mobile application in a user study. We also considered including an academic mobile solution as a baseline but decided against it as they are either optimized for tablets [1] or special usage scenarios like healthcare [78] or museum exploration [45]. Adopting these to our device and context is a time-consuming task and outside the scope of the work.

9.1 Participants

Twelve participants took part in the study. Their age ranged from 18 to 38 years (M = 25.3, SD = 5.1). Four of them identified themselves as female and eight as male. Nine of them were right-handed and three were left-handed mobile users. They all were experienced smartphone users, i.e., owned and frequently used smartphones for over five years (M = 10.9, SD = 4.2). None of them participated in the previous user studies. They all received US $15 for their time.

9.2 Apparatus

The study used the same apparatus as the previous studies. It used the final TiltWalker application with the interaction and interface described in Sections 3 and 8, respectively.

9.3 Design

The study used a within-subjects design. All participants followed a person (the walker) through a corridor from three different start points while trying to maintaining the same distance between the robot and the walker using the default application and TiltWalker. The method was counterbalanced and the start points were randomized. In summary, the design was: 12 participants × 2 methods
(default, TiltWalker), counterbalanced × 1 path × 3 start position (1.5 m, 4.5 m, 9 m), random = 72 trials in total.

We recorded the same performance metrics as Section 7.3. But in the error rate calculation, 0.5 m offset (~1.5 feet) from the expected distance between the walker and the robot was counted as one error instead of 0.3 m deviation from straight line (see Section 9.4). We also collected user responses to 5-point Likert scales asking them to rate the speed, accuracy, learnability, and ease-of-use of the examined methods as perceived in the study. Participants also rated their “confidence” in using the apps, and preference of the “feedback” methods (textual vs. virtual gauge and unobstructed camera feeds) and “interaction” techniques (tap vs. tilt). They also completed a NASA-TLX questionnaire [51]. For analysis, we calculated raw TLX scores by individual sub-scales, which is a common practice in the literature [28].

![Fig. 13. The obstacle path (with scales) used in the final study.](image)

### 9.4 Procedure

The study was conducted in a quiet lab. The telepresence robot was out of sight in a corridor about 100 meters away from the lab. Upon arrival, we described the study procedure to the participants and collected their informed consent forms. Then, they completed a short demographics and technology usage questionnaire. We then demonstrated the experimental application to the participants and enabled them to practice with it for 3–5 minutes. Participants were instructed to hold the device in the portrait position with the dominant hand. The use of the non-dominant hand was restricted in the TiltWalker condition to examine one-hand interactions. In the default condition, they could use both hands. In the study, participants drove the out-of-sight robot to follow the walker along a corridor to a destination (Fig. 14). There were three start points: 1.5 m, 4.5 m, 9.0 m away from the walker. Participants were instructed to maintain a constant distance of 1.5 m between the robot and the walker. There were also three obstacles of different sizes placed on the floor, which users were instructed to avoid (Fig. 13). The purpose of these restrictions were to enforce them to variate the camera view and the robot’s direction and speed to keep up with the walker. This task, thus, covered all control operation requirements listed in Table 2. When done with the study, participants completed the questionnaires and participated in an informal interview session.

### 9.5 Results

A Shapiro-Wilk test revealed that the response variable residuals were normally distributed, thus we used a paired-sample t-test for quantitative within-subjects factors. We used a Wilcoxon Signed-Rank test for the subjective data.
9.5.1 Task Completion Time. A t-test identified a significant effect of method on task completion time ($t_{11} = 6.31, p < .0001$). The average task completion times for the default and TiltWalker were 4.44 s (SD = 0.49) and 3.93 s (SD = 0.40), respectively. Fig. 15a illustrates this.

9.5.2 Error Rate. A t-test identified a significant effect of method on error rate ($t_{11} = 4.79, p < .001$). The average error rates for the default and TiltWalker were 3.08 (SD = 0.57) and 2.03 (SD = 0.52), respectively. Fig. 15b illustrates this.

9.5.3 Perceived Workload. A Wilcoxon Signed-Rank test identified a significant effect of method on mental demand ($z = -2.03, p < .05$), physical demand ($z = -2.67, p < .01$), temporal demand ($z = -2.21, p < .05$), and effort ($z = -1.99, p < .05$), and no significant effect was identified on performance ($z = -0.85, p = .40$) or frustration ($z = -0.27, p = .79$). Fig. 16a illustrates median perceived workload of the methods.

9.5.4 Perceived Performance. A Wilcoxon Signed-Rank test failed to identify a significant effect of method on perceived speed ($z = -0.82, p = .41$), accuracy ($z = -1.41, p = .16$), learnability ($z = -1.29, p = .20$), ease-of-use ($z = -1.63, p = .10$), and confidence ($z = -1.63, p = .10$). However, participants preferred TiltWalker’s feedback ($z = -2.95, p < .005$) and tilt-based interaction ($z = -1.67, p < .01$) significantly more than those of the default method (Fig. 16b).
9.6 Discussion

TiltWalker was significantly faster. Participants completed the tasks about 11.5% faster with TiltWalker than the default method. A deeper analysis revealed that participants’ speed with TiltWalker increased by 16% in the last trial compared to the first. This pattern fitted well to a power trendline ($R^2 = 0.88$). This suggests that learning occurred with TiltWalker even in the short duration of the study. The default method, in contrast, yielded almost the same task completion time in the first and the last trials (4.44 s vs. 4.40 s), which naturally did not fit well to a power trendline ($R^2 = 0.06$). TiltWalker was also significantly more accurate. To complete the task, participants had to perform all operations listed in Table 2. Analysis revealed that they were able to perform these 34% more accurately than the default method. They were more proficient in avoiding obstacles and adjusting or maintaining the direction and speed with TiltWalker than the default method. We also observed learning in this aspect. Participants were 35% more accurate in the last trial compared to the first, which fitted well to a power trendline ($R^2 = 0.90$). No such trend was observed with the default method. These results suggest that the performance of TiltWalker could improve further with practice.

The workload questionnaire revealed that TiltWalker required significantly higher mental, physical, and temporal demands than the default method. We anticipated this since participants were new to the tilt-based interaction method. Based on prior works on workload [76], we speculate that these demands will reduce with practice. Interestingly, participants did not find any significant difference between the two methods’ performance, thus were not frustrated using the method (Fig. 16a). In the preference questionnaire, participants rated the two methods somewhat comparably on speed, accuracy, learnability, ease-of-use, and confidence, but rated TiltWalker’s tilt-based interaction approach and visual feedback through virtual gauge and unobstructed camera feed significantly higher than default method (Fig. 16b). In the post-study interview, most participants praised the minimalistic, uncluttered interface of TiltWalker and wanted to keep using it on their devices. For example, one participant (female, 23 years) commented “I like the visual feedback and camera view of TiltWalker. It gives better and clearer views, and default is kind of dark and small.” Another (male, 38 years) stated, “[TiltWalker’s] camera view was much better [...] I liked that it offered adjustable velocity.” Many also praised the method’s interaction strategy. One participant (female,
29 years) commented, “it seems like the TiltWalker allows for easier control to move the robot faster.”. Some also felt that their performance with TiltWalker will increase with practice.

10 LIMITATIONS & FINAL REFLECTION

We acknowledge several limitations of the work. First, some participants found the mobile device used in the study to be too slim and slippery. They feared that they would drop the device when performing the tilt gestures, which may have impacted their performance to some extent. We, however, argue this to be a device-specific problem. Upon investigation, we found numerous complaints on various online forums about Samsung Galaxy S6 edge being too slippery. We later tested our system on a OnePlus One smartphone, where no such complaints were raised. Second, TiltWalker required significantly higher mental, physical, and temporal demands than the default method. This is not surprising since new interaction modalities tend to yield higher cognitive loads in early use [26]. Based on the finding that users liked tilt-based interaction significantly more than touch interaction, and prior research on cognitive load theory [76], these demands are likely to reduce over time. Third, the studies investigated controlling the robot through obstacles to reach targets but did not explore scenarios after reaching a target, such as approaching a person or engaging in a conversation. We will explore this in a future work. Fourth, upon completion of the final study, we felt that participants needed more practice with the tilt gestures. Some of them requested to redo the tasks with TiltWalker with increased confidence that they would be able to complete the tasks much faster and more accurately. We did not allow that since it would have induced a bias favoring the new method. Finally, the studies did not explore the long-term effects of the tilt-gesture on user comfort and ergonomics. However, we hope to investigate this in a future research.

The contribution of the work is fourfold. First, it presents the lower and the upper-bounds of angles for performing four tilt and two twist gestures without compromising user comfort and the legibility of the display content, which could be used in the development of other tilt-based mobile applications. Second, it proposes and validates a function effective in mapping tilt angles to the velocity of movements, which could essentially be used with other input devices and both physical and virtual displays. Third, the refined virtual gauge presented in the paper could be used in other mobile clients for telepresence robots, reducing clutter and information overload. Finally, it develops and evaluates TiltWalker that substantially improves maneuvering performance compared to a default client, and in theory, can be used with a range of telepresence and other robots. The findings of this work must also encourage developers to consider Web platforms for building cross-platform clients.

11 CONCLUSION

We presented a mobile client for controlling a telepresence robot with one hand by performing tilt gestures. It was designed based on a series of lab trials and user studies. First, we justified the use of a Web platform. We then studied how far and fast users can tilt without compromising the comfort and the legibility of the display content and identified a velocity-based function well-suited for control-display mapping in the context of a telepresence robot. Finally, we evaluated the proposed method in a user study. Results revealed that it is significantly faster and more accurate, and participants preferred its interactions and interface significantly more than those of the default method. These findings can assist in designing more effective tilt-based mobile applications, providing more meaningful feedback on robot’s current state, and affording more effective control of various out-of-sight robots.

12 FUTURE WORK

In the future, we will evaluate TiltWalker in realistic crowded environments, such as at a shopping mall, since we expect it to be more efficient in these scenarios than the default clients. We will support more complex control commands, such as turning while moving forward and tilting the robot’s neck on-the-go. We will also provide graphical feedback through augmented reality to overlay projected trajectories of the robot on the respective video feed.
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