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ABSTRACT 
We present results of a user study that compared touch and pen 
gestures on a vertical large display in terms of precision, duration, 
and difficulty. Results of the study revealed that touch gestures 
were significantly faster, while pen gestures were more precise. 
However, participants preferred using pen on the vertical display 
than touch. Results also revealed that performing gestures in the 
upper-middle area of the display was faster, more accurate, and 
easier compared to the other areas of the display. 

CCS CONCEPTS 
• Human-centered computing → gestural input; empirical studies 
in interaction design; touch screens. 

KEYWORDS 
vertical display; gesture; stylus; digital pen; interactive television.  

ACM Reference format: 

Yusuke Niiro, Marcelo Kallmann and Ahmed Sabbir Arif. 2019. An 
Experimental Comparison of Touch and Pen Gestures on a Vertical 
Display. In ACM International Symposium on Pervasive Displays (PerDis 
’19). June 12-14, 2019, Palermo, Italy. ACM, New York, NY, USA, 6 pages. 
https://doi.org/10.1145/1234567890 

1 INTRODUCTION 
With an increased availability and affordability, interactive large 
displays, such as interactive walls, tabletops, and televisions, are 
becoming a vital part of our daily life. Nowadays, we interact with 
large displays at airports, subways, commercial building, shopping 
malls, and even retail stores. Large displays are being used at work 
to create digital content and to acquire and visualize information, 
as well as at home for entertainment (e.g., big-screen television). 
The most common method of interaction with these devices are 

touch, digital pens or styli, and tangible objects [1,5]. However, a 
variety of commercial and academic solutions are available, such 
as remote controls, dials (e.g., [25]), and mid-air and whole-body 
gestures (e.g., [3,26]).  

A considerable amount of research has focused on the design 
of novel interaction methods for large displays. Some have studied 
if large displays facilitate learning, collaboration, exploration, and 
scientific visualization (e.g., [2,7,10,13,16]). Some have also 
explored touch performance on horizontal displays. Many have 
studied the sociotechnical aspects of public large displays (e.g., 
[17,22]). Yet, to our knowledge, no prior research has compared 
touch and pen gestures on large displays in vertical orientation 
in terms of precision, duration, and difficulty. This paper attempts 
to bridge this gap through an empirical evaluation. 

The rest of the paper is organized as follows. First, it provides 
an overview of existing research in the area. It then discusses the 
study design and motivation. It presents and discusses the results 
of the user study. Finally, it concludes with a reflection on future 
extension of the work. 

2 RELATED WORK 
Ardito et al. [1] conducted a literature review that revealed that 
most existing large interactive pubic displays use touch to “move, 
zoom, rotate, annotate objects, or provide other types of input”, 
while some also use external devices, including tangible objects. A 
different survey reported similar results for interactive tabletops 
[5]. 

Rogers & Lindley [18] studied the effects of screen orientation 
on groupwork. They found out that horizontal large displays 
facilitate collaboration, while collaborating on vertical displays is 
difficult and awkward, especially when performing tasks outside 
the display, such as taking notes or using a calculator. 

Sasangohar et al. [19] evaluated mouse and touch input for a 
horizontal display using Fitts’ reciprocal tapping task. In the study, 
touch yielded a higher throughput and a lower movement time 
than mouse. But error rates were much lower for the mouse than 
for touch. Pedersen & Hornbæk [15] compared tap and drag on 
both vertical and horizontal displays. In their study, tapping was 
5% faster on the vertical display, while dragging was 5% faster and 
more accurate on the horizontal display. Schick et al. [20] developed 
a method for enabling both touch and pointing on a very large 
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vertical display. In a study, their method yielded a high accuracy 
rate. Besides, participants preferred using both touch and pointing 
rather than “only” touch. Nacenta et al. [14], in contrast, compared 
pantograph, telepointers, radar views, drag-and-drop, and laser 
beam interaction on a horizontal display. They reported significant 
effects of method on conflict, transfer, reaching, performance, and 
user preference. Arif & Sylla [4] compared performance of touch 
and pen gestures on a tablet with both adults and children. Results 
revealed that pen gestures were significantly faster and more 
accurate than touch for adults. However, no effect was identified 
for children. Tu et al. [23] compared touch and pen gestures on a 
tablet in stationary and mobile settings. They reported that pen 
and index finger gestures are different in some features, i.e., size 
ratio, and pens are more effective in drawing precise and complex 
gestures. 

Brandl et al. [6] compared three different input combinations 
for bimanual interaction on a horizontal display: touch-touch, 
pen-pen, and pen-touch. They found the pen-touch combination 
to be faster, more accurate, and the most preferred by the users 
than the other combinations. Kin et al. [11] compared direct touch, 
bimanual, and multi-finger interactions on a horizontal display 
for multi-target selection. Results revealed that direct touch with 
a single finger performed better than a mouse. Besides, bimanual 
interaction provided a smaller additional performance benefit. In 
another work, Forlines et al. [8] explored touch and mouse input 
for bimanual tasks and argued that “mouse input may be more 
appropriate for a single user working on tabletop tasks requiring 
only single-point interaction”. Matulic & Norrie [12] designed 
novel pen and touch interaction methods for the editing and 
authoring of presentational documents on horizontal displays. 

To our knowledge, no prior work has compared touch and pen 
gestures on large vertical displays in terms of precision, duration, 
and difficulty. 

  

Figure 1. The interactive display (left) and the inactive pen 
or stylus (right) used during the user study. 

3 USER STUDY 
The purpose of this study was to investigate if different interaction 
modals, namely touch and pen, affects the precision, duration, and 
difficulty of gestures performed on a large vertical display. 

3.1 Apparatus 
We used a Christie Interactive 139.70 cm UHD LCD flat panel at 
3840 × 2160 pixels. It detected touch using an integrated high-

accuracy infrared touch technology [27]. It was mounted on a 
stand 93 cm above the floor in a vertical position for the users to 
view and reach the display “comfortably and without the adoption 
of extended postures” [21]. 

We used a BIC Tech 2 in 1 Retractable Ball Pen/Stylus, 17.8 × 
14.2 × 6.8 cm, tip diameter ~7.5 mm, 18.14 g, in the pen condition. 
This pen was selected after testing a number of commercial active 
and passive pens of different tip diameters (1.6 – 8 mm) and 
material (rubber and copper) on the display, where the selected 
tip yielded a higher accuracy rate and slid more smoothly on the 
surface (Figure 1). 

 

Figure 2. Overview of the 12 cells used to disply gestures. 

3.2 Cell and Gesture Sizes 
To investigate the effects of different display locations or zones 
on touch and pen gestures, we divided the display into 12 equal 
310 × 230 pixels cells (Figure 2). This is comparable to a previous 
work that compared touch interactions between horizontal and 
vertical displays [15]. We intentionally left some inactive space 
around the edges (20 pixels on left and right and 15 pixels on the 
top and bottom) since the display’s touch detection technology was 
unreliable in those areas. 

 

Figure 3. The gestures used in the study at their maximum 
size. In clockwise: line, circle, trangle, and square. 

We used four different types of gestures in the study: line, circle, 
triangle, and square (Figure 3). Each of these gestures came in the 
following three sizes. 

 Large: the largest gestures that can be freely rotated within a 
cell (i.e., they do not overlap with other cells when rotated). 
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 Medium: gestures that are ¾ the size of large gestures. 
 Small: gestures that are ½ the size of large gestures. We picked 

this size since gestures smaller than this are often occluded 
under the fingertip. 

3.3 Application 
We developed a custom Web application using HTML5, CSS, PHP, 
and JavaScript for the study. It was loaded on a Google Chrome 
browser, running on Windows 10 OS on an Intel Core i7 machine. 
The application displayed one random gesture of a random size 
and angle on a random cell, and asked participants to trace it as 
fast and accurate as possible. The app used the $1 recognizer [24] 
to process gestures. It calculated and logged all user performance 
directly. Figure 4 illustrates two participants interacting with the 
custom application via touch and pen. 

3.4 Metrics 
We recorded the following performance metrics in the study. 

 Duration signifies the average time (in seconds) users took 
to perform a gesture. Timing started from the moment users 
touched the screen and ended when they lifted their fingers. 

 Precision denotes how similar a trace was on average to the 
displayed gesture. Precision value ranges from 0 to 1, where 
1 suggests the presented and traced gestures were identical 
and 0 means the gestures were entirely different. This value 
was calculated using the $1 recognizer [24]. There was 
almost no recognition error in the study since the system 
used only 4 gestures. 

3.5 Participants 
Twelve participants from the local university community, aged 
from 20 to 27 years (M = 22.33, SD = 2.25), took part in the user 
study. Two of them were female and ten were male. One was 
left-handed, while the remaining 11 were right-handed. They had 
an average of 9.08 years (SD = 1.93) experience with touch-based 
devices. Each of them received US $10 for volunteering in the 
study. 

3.6 Design 
We used a within-subjects design for the user study. In summary, 
the design was: 

12 participants × 
2 conditions (touch and pen, counterbalanced) × 
4 gestures (line, circle, triangle, rectangle, randomized) × 
3 sizes (large, medium, small, randomized, at a random angle) × 
12 cells × 2 iterations 
= 6,912 gestures, in total, excluding practice. 

3.7 Procedure 
During the study, the custom application displayed one random 
gesture in a random size at a random angle on a random cell of 
the vertical display. They were then asked to trace it as fast and 
accurate as possible using either touch or pen in the corresponding 
condition in a counterbalanced order. Although the gestures, the 
gesture sizes and angles, and the display cells were randomized, 

the application displayed the same gesture set to all participants 
in order to eliminate a potential confounding variable. 

The study was conducted in a quiet research lab. Upon arrival, 
participants were greeted and introduced to the interactive large 
display and the two interaction modes (touch and pen). We then 
explained the study procedure and collected their consents. They 
completed a demographics questionnaire that asked them about 
their age, gender, handedness, and experience with touchscreens. 
The main study started after that. We enabled participants to trace 
five gestures in a practice block using touch and pen before the 
respective conditions. There was a mandatory two minutes break 
between the conditions to reduce the effect of fatigue and stress. 
The study did not force participants to trace the same gesture in 
case of a mismatch (when participants entered a wrong gesture) 
or recognition error (when the application failed to recognize the 
gesture). The complete study was video recorded to observe user 
behavior. 

Upon completion of all conditions, participants were asked to 
complete a questionnaire that asked them about their preferred 
interaction method and difficulty in performing the gestures in 
terms of physical and cognitive demand and stress. 

  

Figure 4. From left, users performing gestures on a vertical 
display using touch and pen. 

4 RESULTS 
A Shapiro-Wilk test failed to reject the null hypothesis (p < .05) 
for all reported dependent variables that the sample came from a 
normally distributed population. A Mauchly’s Test of Sphericity 
indicated that the assumption of sphericity had not been violated 
for any reported dependent variables (p < .05). Hence, we used a 
repeated-measures ANOVA for all analysis. 

4.1 General Observations 
Almost all participants (N = 10, 84%) used their right index fingers 
to perform the touch gestures. One participant (8%) used the right 
middle finger and the reaming one left-handed participant (8%) 
used the left index finger. Interestingly, almost all (67%, N = 8) 
participants occasionally switched to a different finger to perform 
some touch gestures, while the others (33%, N = 4) stuck to one 
finger throughout the study. 

In the study, only 1.9% of all gestures were misrecognized by 
the application, primarily due to lifting fingers before finishing a 
gesture or for initiating a gesture in an inactive area. A researcher 
recorded these errors manually. 
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4.2 Precision 
An ANOVA identified a significant effect of condition (F1,11 = 14.61, 
p = .002) on precision. Average precision rate for touch and pen 
were 0.92 (SD = 0.23) and 0.95 (SD = 0.09), respectively. An ANOVA 
also identified a significant effect of cell (F1,11 = 1.98, p = .03). A 
Tukey-Kramer Multiple-Comparison test revealed that performing 
gestures in cell 5 was the most error prone (M = 0.91), while in 
cell 3 was the most accurate (M = 0.95). Figure 5 shows average 
precision rate for all cells in both conditions. 

 

Figure 5. Average precision rate for the twelve cells in both 
conditions. 

Interestingly, there was no significant effect of gesture (F1,11 = 
1.39, p = .26). Average precision rate for line, circle, triangle, and 
rectangle gestures were 0.93 (SD = 0.21), 0.92 (SD = 0.18), 0.94 (SD 
= 0.16), and 0.93 (SD = 0.13), respectively. There was no significant 
effect of condition × cell (F11,121 = 1.82, p = .05) and condition × 
gesture (F3,33 = 1.18, p = .22) either. 

4.3 Duration 
An ANOVA identified a significant effect of condition (F1,11 = 6.02, 
p = .03) on duration. On average, touch and pen gestures took 1.63 
(SD = 1.09) and 2.01 (SD = 1.36) seconds, respectively. An ANOVA 
also found a significant effect of cell (F1,11 = 11.45, p < .0001). A 
Tukey-Kramer Multiple-Comparison test revealed that drawing 
gestures in cells 9-12 took significantly more time than in cells 1-
8 (2.0 vs. 1.7 seconds, respectively). Figure 6 illustrates average 
duration for all cells in both conditions. 

 

Figure 6. Average gesture duration for the twelve cells in 
both conditions. 

There was also a significant effect of gesture (F1,11 = 53.06, p < 
.0001). On average, line, circle, triangle, and rectangle took 0.82 
(SD = 0.46), 2.33 (SD = 1.42), 1.76 (SD = 0.89), and 2.38 (SD = 1.26) 
seconds, respectively. A Tukey-Kramer Multiple-Comparison test 
revealed that line was significantly faster than all other gestures 
(0.82 vs. 2.16 seconds, respectively). 

An ANOVA failed to identify a significant effect of condition 
× cell (F11,121 = 1.17, p = .31), however, identified a significant effect 
of condition × gesture (F3,33 = 5.41, p = .003). A Tukey-Kramer 
Multiple-Comparison test revealed that performing circles, triangles, 
and rectangles were substantially slower with pen than with touch 
(2.38 vs. 1.93 seconds, respectively). 

5 USER FEEDBACK 
We used a Wilcoxon Signed-Rank and a Friedman test to analyze 
the post-study questionnaire data. The former is recommended for 
independent variables with two levels and the latter for more than 
two levels. 

5.1 Preference 
Participants were asked which interaction method (touch vs. pen) 
they preferred based on their experience in the user study. 75% 
participants (N = 9) preferred pen and the remaining 25% (N = 3) 
preferred touch. There were not enough data to run a statistical test 
on this.  

5.2 Difficulty 
Participants were asked to rate the difficulty level of performing 
the gestures with touch and pen in terms of physical and cognitive 
demand or stress. A Wilcoxon Signed-Rank test failed to identify 
a significant effect of condition on difficulty (p > .05). Median 
difficulty rating for both conditions were 2.0 on a 5-point Likert 
scale, where rating 1-5 represented the least to the most difficult 
to perform gestures. 

 

Figure 7. Median perceived difficulty in performing the four 
gestures on a 5-point Likert scale, where 1-5 represented the 
least to the most difficult to perform gestures. 

A Friedman test identified a significant effect of gesture on 
difficulty (χ2(3) = 15.70, p < .0001). Figure 7 illustrates median 
rating of the four gestures on a 5-point Likert scale. In the figure, 
one can see that participants found the line gesture much easier 
to perform than the other gestures. 

A Friedman test also identified a significant effect of cell on 
difficulty (χ2(11) = 9.54, p < .0001). Figure 8 illustrates median 
difficulty rating of touch and pen gestures in all cells on a 5-point 
Likert scale. 



Touch and Pen Gestures on a Vertical Display PerDis’19, June 12-14, 2019, Palermo, Italy 
 

 

 

Figure 8. Median difficulty rating of touch and pen gestures 
in all cells on a 5-point Likert scale, where 1-5 represented 
the least to the most difficult cells. 

6 DISCUSSION 
Results revealed that interaction method had a significant effect on 
precision. Evidently, gestures performed with the pen were 32% 
more precise than touch (Figure 5). Participants also recognized 
this, reflected in their response to the post-study questionnaire, 
where 75% of them wanted to use pen to interact with large 
displays. This result conforms to the findings of a previous user 
study [4], where gestures drawn with a pen on a tablet were 
significantly more precise than with touch. However, in that 
study, participants preferred using touch than pen. This could be 
due to the use of a different form-factor (tablet vs. large display) 
or the “novelty effect” [9:172] since touch was still a novel mode 
of interaction when that study was conducted in 2013. There was 
also a significant effect of cell. In Figure 5, one can see that the 
gestures performed on the upper two rows of the display were 
more precise in both touch and pen conditions than the bottom 
row. This is likely due to the fact that participants had to lean 
forward or lean down to reach the lower part [21]. Participant 
height may have had an impact on this. However, a larger sample 
is needed to explore this possibility. Interestingly, there was no 
significant effect of gesture on precision, which suggests that 
participants did not face any major difficulties in performing the 
gestures. 

Results revealed that performing the gestures with touch was 
significantly faster. On average, touch gestures were 19% faster 
than pen gestures. This contradicts the findings of a prior study 
[4], where gestures performed with a pen on a tablet computer 
were significantly faster than with touch. Again, this may be due 
to the different form-factor (tablet vs. large display). There was 
also a significant effect of cell. In Figure 6, one can see that the 
middle cells of the upper two rows were much faster than other 
cells of the display. This conforms to the findings of a previous 
study [15] that also reported similar results for touch interaction 
on a large vertical display. User response to the post-study 
questionnaire suggests that participants also recognized this effect 
since they rated the middle cells of the upper two rows as less 
difficult than the other areas of the display (see Figure 8). 
Therefore, it may be prudent for interface designers to restrict 
important interactive items within this area. 

As expected, there was also a significant effect of gesture on 
duration. The simplest gesture “line” was 62% faster than the 
other three gestures. Interestingly, performing the other gestures 
was 19% faster with touch than with pen (p < .05). Participant 

responses to post-study questionnaire also reflected this, where 
line was rated as the least difficult gesture to perform (Figure 7). 

6.1 Recommendations 
Based on the findings of this work, we make the following design 
and development recommendations for large vertical displays. 

 Map simpler gestures to the most frequent tasks (i.e., creating 
a folder, opening a new window, etc.), to increase the speed 
and accuracy of the system and to reduce the (perceived) 
cognitive and physical load. 

 Provide the support for both touch and pen and avoid the 
“one design fits all” strategy for vertical displays, when 
possible. It is clear from the results that touch is effective 
for “interaction” tasks, where precision is not essential (e.g., 
drag and drop). Pen, on the other hand, is more effective for 
“input” tasks, where precision is desired (e.g., handwriting 
and sketching). 

 Use different areas (cells) of the screen to display different 
interactive elements targeted at touch and pen. Specifically, 
place touch elements in areas whether they yielded the best 
performance and vice versa. But, we recommend placing the 
most important interactive elements in the areas where 
both touch and pen yielded the best performance so that 
those are usable and effective with either modality. 

7 CONCLUSION 
We compared touch and pen gestures on a vertical large display 
in terms of precision, duration, and difficulty. Results revealed 
that touch gestures were substantially faster, while pen gestures 
were more precise. Besides, participants preferred using pen on the 
vertical display than touch. Results also revealed that performing 
gestures in the middle of the upper two rows were not only 
faster and more accurate but also the least difficult compared to 
the other areas of the display. 

We hope that these findings will assist designers in designing 
more effective interactive systems for large displays by 
accounting for the “difficult areas” of the display. This work must 
also encourage researchers and practitioners to explore and 
provide the support for both touch and pen-based interactions 
on vertical displays. 

8 FUTURE WORK 
In the future, we will compare the performance of touch and pen 
gestures on a horizontal display. We will also explore the effects 
of user height on performance and preference. In addition, we 
will extend the work to multi-touch, bimanual, and collaborative 
interactions where multiple users are working on a large display 
simultaneously. 
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